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1 Introduction

Modelling the spread of an epidemic in a population has been a long-standing problem. Numerous
modelling methods emerged from this field of research, ranging from simple analytical models to
agent-based modelling (de Menezes et al. [2004]). Among them, the most extensively-studied is a
category named compartmental models (Nowzari et al. [2016], Eames et al. [2012], Klepac et al.
[2018], Gog et al. [2014]). All compartmental models trace back to a fundamental ”susceptible and
infected” ideology, or SI. However, SI systems are limited in their ability to model recovery in an
epidemic, where the recovered is no longer susceptible or infected. Therefore, the most popular
building block for compartmental models takes into account the portion of the population that is
”recovered” from the disease, and the system is named SIR for the same reason. Below we list the
SIR model, represented as ordinary differential equations (ODEs). We use s to denote the portion of
susceptible population, i to denote the portion of infected population, and r to denote the portion of
recovered population over time. α and β are tunable parameters of the model, representing respec-
tively the recovery and spread rate of infected individuals. Under the overarching assumption that
only susceptible individuals can be infected (i.e. the only two state transitions are from susceptible
to infected, and infected to recovered), these equations intuitively tells us that we assume a fixed rate
of change within the infected population, and we assume no deaths occur from infected individuals
(equations 1). See (Brauer et al. [2012]) for a more detailed explanation.

ds

dt
= −βsi

di

dt
= βsi− αi

dr

dt
= αi

(1)

In recent years, reinforcement learning (RL) has been a large part of artificial intelligence research.
The algorithmic breakthrough came in 1992 with REINFORCE (Williams [1992]), and more
excitement came when RL was able to master the game of Go and beat the world champion Lee
Sedol by 4-1 (Wang et al. [2016]). RL has also demonstrated its versatility when playing seven
different Atari Games at a superhuman level (Mnih et al. [2013]). Most recently, deep reinforcement
learning has enjoyed much attention in robotics, video segmentation, and beyond (Wang et al.
[2020], Libin et al. [2020]). In section 2 we dive into detail on numerous reasons to use RL for
epidemic control. Most important of all, RL does not impose any constraints on which model we
use. In the long run, that allows us to apply our solution to population networks in a data-driven
way rather than have a predefined model such as SIR.

Our agent interacts with the environment formulated as a Markov Decision Process (MDP). An
MDP is a tuple (S, A, p, r) represented by a state space S, an action space A, a state transition p,
and a reward function r. At each timestep t, the agent receives reward rt = r(st, at, st+1) and the
overall goal of the agent is to maximize the expected return, also named discounted sum of rewards
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R =
T−1∑
t=0

γtrt, where γ ∈ [0,1] is a discount factor.

2 Background

There have been a wide variety of efforts to analyze the SIR model. While the SI model consists of
only one first-order ODE and is thus analytically solvable, the SIR model in general does not have
an analytical solution, and efforts to do so stop at parameterized solutions (Harko et al. [2014]).
Nevertheless, the SIR model consists of only two first-order ODE equations, and therefore the most
natural way to solve SIR is to use an ODE-solver.
In order to achieve epidemic control, however, one must not be limited to a simple ODE-solver,
since that would imply a traversal of all possible parameters for control. As such, optimization-
based techniques under the category ”optimal control” have also been employed to solve an SIR
model with control parameters. The shortcomings of optimal control is also very clear—it does
not allow for robustness in the sense that the solver must re-run every time a change occurs in the
environment dynamics. It also get prohibitively time-consuming when we run the solver on an
entire population.
Therefore, we choose to solve the SIR model using reinforcement learning. Training an agent to
learn the model dynamics and to come up with optimal solutions allows for faster problem-solving
time than optimal control, since performing inference from the agent can be very fast.

3 Problem formulation

In order to solve ODEs with RL, we first rephrase an epidemic control problem with the SIR model
in a discretized MDP formulation. In our definition, the discrete finite state space S represents the
population dynamics, which can be categorized into ”susceptible, infected, recovered”, sticking to
the SIR model. The action spaceA represents the control measures the agent will take, symbolizing
controls taken in real life to prevent the spread of the disease, such as quarantine. Since we
parameterize the agent with a simple neural network, it is more natural to describe the actions using
continuous distributions. In our case, we have chosen to let our neural network output parameters
of the beta distribution, which allows us to control the actions in the interval [0, 1], eliminating
the unlikely event of having negative control actions (Chou et al. [2017]). In reality, one could
also choose to have simple discrete actions representing quarantine actions being on and off. Our
learned policy, represented by p, maps the state input s to an action output a. Finally, r represents
undiscounted rewards along sampled trajectories. The continuous and discretized formulations of
the SIR model are shown below.

ds

dt
=
−β

(1 + v)
si− us

di

dt
=

β

(1 + v)
si− αi− ri

dn

dt
= −(1− f)αi

r = n− s− i

(2)
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∫ t+1

t

(
−β
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)
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it+1 = it +

∫ t+1

t

(
β
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)
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nt+1 = nt +

∫ t+1

t

(−(1− f)αi)dt

(3)
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In our problem formulation, we define (r, u, v) ∈ A as our control actions. Realistically, one could
think of r as quarantine on the infected, u as vaccinating the susceptible, and v as a general control
measure (e.g. informing the public). We expand slightly upon the SIR formulation by accounting
for a death factor f in equation 2, while maintaining the definition of α and β the same. As our MDP
reward definition, we add together two penalties, representing the penalty for the number of infected
individuals dying, as well as the magnitude of control actions.

R = −(1− f)αi−B ‖r, u, v‖2 (4)

In this rewards definition, B is a hyperparameter we can tune depending on how expensive our
control actions compared to the death of infected individuals is. In the results section, plots are for
B = 2e − 4 unless otherwise mentioned. Empirically, we find that this value of B puts the control
penalty and death penalty on the same scale. Realistically, the consequence of one person dying
might be much more severe than the cost on control measures. In that case, we could simply lower
the value of B.

4 Methods and Results

For our actor network and critic network, we use 3-layer fully-connected neural nets, with an input
dimension equal to the output dimension equal to the state dimension, and a hidden layer of 64 units.
The hyperparameters for the SIR model is α = 0.1, β = 0.5, f = 0.5, s0 = 0.9, i0 = 0.1, r0 = 0,
and B = 2e − 4. We train our policy for 5 independent runs, each with 40000 timesteps and the
result is averaged over 5 runs.

We first compare results trained with A2C and PPO, assuming that actions come from a Beta dis-
tribution. For A2C training, we use separate learning rates for the actor optimizer and the critic
optimizer, at 1e-3 and 1e-4 respectively. Similarly for PPO, the actor optimizer learning rate is 5e-4,
and the critic optimizer learning rate is 7e-5. Figure 1 shows the comparison between A2C and PPO
returns, plotted with the death penalty, the control penalty, and the total penalty. Figure 2 shows the
change of infected states at the start, middle, and end of training.

We then consider various baseline methods. Specifically, we look at A2C-trained Beta policy, PPO-
trained Beta policy, as well as max-action policy (all actions are at maximum value of one), infected-
conditioned policy (all actions are 0.9 when the infected proportion is greater than 0.05 of the total
population), susceptible-conditioned policy (all actions are 0.5 when the susceptible proportion is
lower than 0.9 of the total population), A2C-trained Gaussian policy, do-nothing policy (all actions
are zero), and GEKKO-solved optimal control policy.

Figure 3 shows the infected states of all methods mentioned above, and Figure 4 shows the sample
rewards from these methods. Note that Figure 4 does not include the do-nothing policy, which
surpasses the current y-axis scale. We also negated the rewards for ease of plotting, but the actual
rewards should have a negative sign, since it is defined as the penalty in our SIR equations.

5 Conclusion

With the rapid development of COVID-19, the need for more accurate mathematical models to de-
pict disease spread in a population is more essential than ever. We have demonstrated in this work
that reinforcement learning is a promising direction of research in this area, given its representation
and learning power. RL significantly outperforms baseline methods in accuracy, and optimal con-
trol methods in flexibility. For future work, we will consider expanding this simple SIR model to
networks of SIR-modelled nodes.
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Figure 1: Comparison between Beta policy trained with A2C (left) and PPO (right), averaged over
5 independent runs

Figure 2: State change as the Beta policy is trained with A2C, averaged over 5 independent runs
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Figure 3: The infected states of all baseline methods, averaged over 5 independent runs
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Figure 4: Sampled rewards of all baseline methods
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