
Can contrastive learning 
avoid shortcut solutions? 

https://arxiv.org/pdf/2106.11230.pdf
tl;dr: InfoNCE provably can be bad for generalization,

so we should try selecting for harder contrastive samples

https://arxiv.org/pdf/2106.11230.pdf


What are “shortcut solutions”?



Important Points

• 1. InfoNCE is not the best loss for learning features that can generalize
• Proposition 1: Some minimizers discriminate and some suppress
• Proposition 2: Minimizing InfoNCE provably suppress certain “hard” features

• 2. Tuning the temperature parameter in InfoNCE helps

• 3. Implicit feature modification removes “easy” features during 
training by maximizing the InfoNCE loss



More on “Shortcut solutions”



Tuning the temperature τ



What does IFM look like?


