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Neural Network Activation Functions
There is an abundance of popular activation functions

But there are also overlooked activations w/ desirable properties

Differentiable everywhere!

Neural Network Metrics

We assume mean-zero Gaussian initialization w/ variance

We can calculate some correlators for different neurons

Categorizing Activation Functions
Most activation functions can be grouped into just a few classes:

This is reminiscent of the vanishing/exploding gradient problem in 
deep neural networks. We want our activation functions to put the 
neural net on the “critical sweet spot”.

What Does This Say About Activations?

ReLU has “a line of fixed points”

Experiments
1) Controlled swish at Criticality

2) ReLU Activation in Action 
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